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Abstract 
Through an examination of three cases of change in the U-2 platform, this paper compares 
three pathways to changeability: form changes, operational changes, and cyber changes. 
Each pathway can lead to change in similar properties of a system but have varying levels of 
performance and time to implement. For each pathway, we describe the design mechanisms 
necessary to implement change in that pathway. We analyze the trade-off between 
performance or extent of change and agility or speed of change and find that form changes 
offer the highest degree of changeability but take the longest time to implement. Operational 
changes offer the least degree of changeability but are far quicker to implement. Cyber 
changes lie in between these two pathways. Understanding the design choices needed and 
the underlying trade-off of each pathway can enable decision-makers to better select a 
pathway to change when the need arises. This comparative analysis is especially useful 
since literature has thus far examined each of these pathways in isolation, not as different 
paths to the same goal. 

Introduction 
Complex engineered systems (CES), such as aircraft and ships, often entail 

protracted design phases and lengthy lifecycles. This gap between system 
conceptualization and system retirement introduces a great deal of uncertainty over the 
system lifecycle as new needs arise as the gap grows. To guard against this inherent 
uncertainty, CES are often required to be changeable, meaning that they can change in 
response a change in the operating environment. Design for changeability literature has 
typically focused on mechanisms that make changing the physical form of the system 
easier. Previous work identified that system users can change how the system is used to 
maintain value in a changing operating environment without risky and expensive form 
changes. Software design literature has also examined how software can be designed to 
more easily incorporate changes after the initial design phase. These three pathways to 
changeability, form, operational, and cyber, have not been connected in the design for 
changeability literature and have not been compared to each other in terms of agility and 
performance. This paper shows that form, operational, and cyber changes can be leveraged 
to achieve similar types of change and compares the speed of implementation and 
performance each type using three cases of change in the U-2 platform. 

Literature Review 
Design for changeability literature is concerned with how systems maintain value in 

the face of changing operating environments. Changeability is an umbrella term that 
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captures many strategies for how systems can change in response to a change in operating 
conditions (Fricke & Schulz, 2005). Four key strategies are adaptability, flexibility, scalability, 
and modifiability. Adaptable systems initiate change through internal change agents, while 
flexible systems initiate change throughout external change agents. Automatic software 
updates are an example of an internal change agent, while a technician modifying a system 
is considered an external change agent. Scalability refers to change the level of some 
system parameter, like bandwidth. Modifiability refers to the ability to move system 
parameters from agent to agent, such as using a dongle to connect a new subsystem to an 
existing computer (Ross et al., 2008). There are several more strategies, collectively 
referred to as the -ilities (de Weck et al., 2012) (Beesemyer, 2012) (Ross & Rhodes, 2019), 
but they are not covered for brevity and relevancy.  

These strategies need specific mechanisms to be implemented. Changeability 
mechanisms are specific design choices that enable these strategies to be carried out. One 
of the most popular mechanisms is modularity, which involves a one-to-one mapping of 
function and module. Modules are loosely coupled with each other and the rest of the 
system, but modules themselves are often comprised of tightly coupled components 
(Baldwin & Clark, 2000). Modules rely on common interfaces to be easily swapped in and 
swapped out. While modularity continues to be a popular changeability mechanism in 
industry, modularity often comes at the cost of design optimization and performance of the 
system (Hölttä et al., 2005).  

Real options are another popular mechanism for changeability. Stemming from 
finance, real options in engineering are contract tools that give system buyers the right but 
not the obligation to implement a change in the future (de Neufville, 2003). A classic 
example of real options is a parking garage where system buyers might include an option to 
add additional floors to the structure at some point in the future. This requires an upfront 
investment in the option, to make the foundations stronger to accommodate the potential 
change, and can be executed in the future if the buyers decide there is enough demand to 
justify the execution cost (de Neufville et al., 2006). Real options are rarely executed 
perfectly as technical, logistic, and organizational delays can create a gap between when 
the option is executed and when the option is fully implemented. The value of real options 
degrades as implementation delays arise (Sapol & Szajnfarber, 2020). 

Margin, the excess of a system property beyond its required level, is another 
significant change mechanism. Margin has been tied mostly to evolvability, the transfer of 
common system traits from generation to generation (Allen et al., 2016; Tackett et al., 2014). 
Building in margin for design is related to adding in safety margin, which is a common 
practice in many fields like civil engineering (Eckert & Isaksson, 2017). Previous work 
identified margin as a key enabler of modularity and flexibility as well (Singh & Szajnfarber, 
2022), but modern systems face many design requirements that require physically optimized 
design. Physically optimized design means an elimination of margin, which can limit the 
amount of form changes a system can accommodate. 

Literature identified that changing how the system is used can enable changeability 
(Mekdeci et al., 2015). These operational changes can even provide systems with new 
capabilities, thus avoiding risky, expensive, and/or time consuming changes to the form of 
the system (Singh & Szajnfarber, 2022). Operational changes are often generated by 
system users, who are considered to be agents of changeability within the system (Cox, 
2017). While changing how a system is operated has been shown to be a mechanism of 
changeability, it is still limited by the form of the system. Users can only do so much with the 
system that they have. This creates a need to change the system without extensive form 
changes, which can be accomplished through cyber changes. 
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While changeability literature has largely focused on form changes, there have been 
some considerations of changeability through software. In their seminal paper, Fricke and 
Schulz describe how automatic software updates could be a mechanism for achieving 
adaptability (Fricke & Schulz, 2005). Since then, others have created and discussed 
changeability as it relates to software, primarily relating to software quality (Brown et al., 
2022). For example, researchers have discussed the maintainability of a software system, 
which is further subdivided into the repairability and modifiability of said system (Chen et al., 
2018). Modifiability, the ability of a system to accommodate a change, is most closely 
related to how systems can add capabilities (Bachmann et al., 2007). Reducing coupling, a 
strategy to create modular systems, is also a key technique in software design. Delaying 
binding time, when a flexible software feature becomes fixed (Krisper & Kreiner, 2016), and 
increasing cohesion within modules to reduce overall module complexity are also key 
strategies within modifiability. Specific design mechanisms for each of these sub-strategies 
have been discussed in literature (Bachmann et al., 2007). 

Many studies in software changeability are focused on the repair of these systems. 
Even those that are focused on adding or enhancing capabilities often cite software 
evolution and the pace of change in software as a key motivation for why change is needed. 
This is due, in part, to most of these studies focusing on software systems and not cyber-
physical systems specifically. 

Helen Gill coined the term cyber-physical systems, defining them as “systems with 
integrated computational and physical capabilities that can interact with humans … and 
expand the capabilities [of] the physical world through computation, communication, and 
control” (Baheti & Gill, 2011, p. 161). Cyber-physical systems are deployed in very different 
environments than software only systems and face different change motivators. Cyber-
physical systems have been identified as key platforms for changeability since the 
incorporation of several types of systems increases the trade space of changes that can be 
implemented and increases the number of experts due to the variety of systems found in 
cyber-physical systems today (Colombo, 2016). 

Nevertheless, changeability literature falls short on analyzing how software design 
can enable new capabilities in cyber-physical systems. While software design literature has 
detailed mechanisms to achieve modifiability and other changeability mechanisms, 
changeability literature has failed to appropriately appreciate cyber pathways to change, 
especially in terms of adding or enhancing new capabilities in the field. Complex engineered 
cyber-physical systems, like many of today’s air and spacecraft, face less pressure to 
change from market forces and technological evolution, and face more pressure from 
changing operating environments over long lifecycles. Responding to these changes by 
adding and enhancing capabilities using software will be an important capability for complex 
engineered cyber-physical system operators and needs further investigation into how it can 
be enabled and how it is implemented. 

Methods 
To investigate cyber pathways for changeability and compare them to other 

pathways of change, we examine three instances of change where U-2 targeting, imaging, 
and sensing capabilities were updated. Aircraft are a prime example of cyber-physical 
systems as modern jets are becoming more cyber reliant, while still relying on their physical 
form to accomplish their tasks. Cyber components of aircraft are often used to interface with 
physical components and can enable certain capabilities. Fricke and Schulz (2005) 
characterized systems that have a well-defined core function but highly variable secondary 
functions, have long lifecycles but rapid technology integration requirements, operate in a 
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system of systems environment, and have high deployment and maintenance costs as 
those that are best suited for changeable architecture (p. 7). Older military aircraft fit these 
criteria and have substantial publicly available information that is not available for 
commercial or modern military aircraft. 

One instance is of a form change implemented through the Agile Pod system, 
another instance is of an operational change implemented during Desert Storm, and the 
final instance is of a software change implemented recently. Table 1 presents a summary of 
the three cases of change in the U-2 platform analyzed in this paper. We analyzed what 
necessitated the change, the extent of the change implemented, and the time required to 
implement the change. Through this analysis, we find that there is a trade-off between the 
extent of the change that is implemented and speed at which it can be implemented. Form 
changes are the most extensive, providing the highest degree of change but requiring the 
most amount of time to implement, while operational changes offer the lowest degree of 
change but require the least amount of time to change. Cyber changes lie in between form 
and operational changes on the extent and speed trade-off axis. There is a delay in 
developing software, but implementation can be instantaneous if over-the-air updates are 
enabled.  Each case is discussed further in this section. For each pathway of change, we 
also discuss the upfront design requirements to implement, if any.  
 

Table 1: U-2 Results Table 
 Need for Change Extent of Change Speed of Change 

AgilePod (Form) Need to integrate multiple 
sensors & cameras onto U-2 
and quickly swap equipment 
for different missions 

Modular pod created that 
can swap different sensors 
in and out; leverages 
common mechanical and 
electrical interfaces 

Useable prototype delivered 
in 18 months 

H-Cam 
(Operational) 

Request for higher resolution 
on intelligence images from H-
cam on U-2; H-cam operates 
at an angle to capture 
maximum amount of ground 

Camera angle changed to 
straight down for higher 
resolution; new flight routes 
developed 

Changes implemented in a 
matter of days after camera 
angle was mechanically 
changed and new flight 
routes were planned 

Kubernetes 
(Cyber) 

Need to account for new types 
of targets not planned for 
originally 

Improved automatic 
targeting algorithm 
developed and installed 

Software created in weeks, 
implemented instantly over-
the-air 

 

Differences in Implementing Different Pathways 
U-2 Agile Pod (Form) 

Intelligence, surveillance, and reconnaissance (ISR) is a core requirement of the 
United States Air Force (USAF) which is comprised of several different missions, each with 
their own equipment needs. This variety of mission and associated equipment creates a 
difficult logistical environment since not all aircraft are able to accommodate each piece of 
equipment. The Air Force realized the need to enable aircraft to swap in and swap out ISR 
equipment easily and quickly (Trevithick, 2018a). To meet the challenge, USAF developed a 
pod made up of several compartments ranging in size that can be reconfigured to 
accommodate a variety of ISR equipment. Several iterations of the pod, known as the 
AgilePod, have been created to match different requirements, primarily focused on size to 
accommodate what the aircraft can hold and what the aircraft needs for each mission. 
AgilePod uses common interfaces and creates a single physical and electrical interface that 
can be mounted on aircraft pylons (Nine et al., 2019; Shirey et al., 2017).  
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Recently, the Air Force awarded KEYW a contract to develop an AgilePod to 
accommodate a variety of ISR equipment. The pod was delivered in prototype form to the 
Air Force within 18 months (Alia-Novobilski, 2016; Cogliano, 2015; Trevithick, 2018a). A 
recent iteration of an agile pod was installed on an aircraft in a hangar at Wright-Patterson 
Air Force Base in Ohio for testing in a matter of weeks, showing how rapidly these 
AgilePods can enable new capabilities (Alia-Novobilski, 2018). Once installed, swapping 
ISR equipment becomes tantamount to swapping out ordnance on a fighter jet. The 
AgilePod was installed on U-2s, and contract vehicles have been created to develop new 
sensors for the AgilePod family of sensors (Trevithick, 2018b).  

While AgilePod is one of the most agile and flexible systems in the Air Force 
acquisition pipeline, design and development took over a year, and a fit test took weeks. 
The test was conducted in the United States, but if AgilePod needed to deploy to an 
international field, additional logistic constraints and delays would arise. AgilePod provides a 
useful baseline for implementing rapidly needed capabilities even though it is not a fully 
fielded system on the U-2. Modular systems that provide new capabilities have been 
shipped to the field without full testing in the past, as noted in previous with the GPU-5/A 
sent to Desert Storm (Singh & Szajnfarber, 2022; Smith, 2021).  
U-2 Camera Positioning (Operational) 

Desert Storm was the largest U-2 operation in U.S. military history, providing key 
intelligence and targeting information to allied forces. U-2s operating in Desert Storm and 
Desert Shield carried a variety of sensors and cameras, including the High Resolution 329 
camera (H-cam). The H-cam’s normal concept of operations is to place the camera at an 
angle in the gyrostabilized compartment to provide the maximum amount of coverage. 
Those in the field relying on the data needed greater resolution for the H-cam data to be 
useful. To accomplish this, “Lieutenant Colonels Lafferty and Spencer … decided to revise 
the H-camera’s procedures” by shooting the camera straight down instead of at a coverage 
maximizing angle (Cross II, 2014, p. 41). This required technicians to reposition the camera 
in the compartment and required planners to redevelop the flight paths to accommodate for 
the loss of aerial photography coverage area. Through these operational changes, U-2 
operators and intelligence officers were able to greatly improve image quality, over what the 
camera was advertised as offering, without having to acquire a new camera system (Cross 
II, 2014).  
U-2 Targeting Software (Cyber) 

A U-2 recently received an over-the-air update that improved the aircraft’s automatic 
targeting system (Trevithick, 2020). The update is the first time that military software was 
updated on an aircraft while the aircraft was in flight (Insinna, 2020). In-flight updates were 
made possible by Kubernetes, an open-source software containerization system developed 
by Google and donated to the Cloud Native Computing Foundation. Kubernetes enables 
developers to automate a large degree of testing and development through software 
modularization and reuse (Trevithick, 2020). To use Kubernetes, system functions need to 
be decoupled so that developers can quickly swap software modules without affecting the 
entire system. This type software module to system function mapping is the same modularity 
strategy employed by designers of physical systems. While software modules are mapped 
to system functions and loosely coupled with each other, the modules are tightly coupled 
within themselves as each Kubernetes module has all dependencies and libraries within the 
module. Being able to quickly swap modules in software and hardware are very similar in 
their design requirements, but they require extremely different logistical considerations to 
implement (Insinna, 2020). Kubernetes was installed on the U-2’s existing computers 
without the need for new electronics or avionics. Following the U-2 over-the-air update, the 
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Kubernetes system was installed on F-16s in 45 days showing how rapidly software open 
architecture can installed on a system (Chaillan, 2019). While complete function to module 
mapping was not completed in this 45-day span, F-16s were subsequently able to receive 
an over-the-air update that provided new electronic warfare data files. The update was 
initiated from an Air Force base hundreds of miles away from where the F-16 was flying 
when it received the update (F-16 System Program Office, 2021).  

Analysis 
U-2s have shown that changeability can be achieved through form, operational, and 

cyber pathways of change. Each case covered related to some aspect of ISR for the same 
system, showing that each pathway could be used in the same context. The extent of 
changeability for each pathway of change was quite different. Form changes require the 
most extensive logistical requirements, with physical systems needing to be procured, 
produced, and shipped for installation. The AgilePod that was recently developed required 
18 months to get to the prototype phase, showing how time-consuming physical system 
development can be, even when the product is based on an existing product framework. 
Even if the physical equipment needed is already produced, shipping and installation can 
introduce heavy tolls on logistical capacity, with large potential for severe delays (Sapol & 
Szajnfarber, 2020). Equipment like the AgilePod represent a best-case situation for form 
changes, as it leverages existing common interfaces and is designed to be extremely 
modular. Being able to add or swap equipment creates the largest trade space of possible 
changes, creating a trade-off between agility and the extent of changeability. This trade-off 
is reversed with operational changes.  

Operational changes can be implemented very easily with system users changing 
how their system is used without extensive changes to the form of the system. 
Conceptualizing the change and training enough to ensure that new concepts of operation 
are effective require a highly variable amount of time but are generally much faster than 
implementing a new form change, as seen in the U-2 H-cam change and as noted in 
previous case study work (Singh & Szajnfarber, 2022). Adding to the agility of operational 
changes is that they do not require upfront design considerations. Systems need to be 
designed to easily accommodate future form changes but do not require such design 
considerations. While extremely agile, operational changes are restricted in degree of 
change they can create in a system. Operational changes that aim to improve capabilities or 
gain new capabilities in the field are generally initiated when system users face an urgent 
need and do not have time to wait on a form change to be initiated and implemented. This 
means that system users have to work with the system they have, not the system they want. 
While the H-cam changed showed how changing how a system is used can increase its 
capabilities even beyond what system designers were willing to advertise, operational 
changes are still constrained by the physical limitations of their physical systems. 

Cyber changes are a newer pathway of change that seem to be in the middle of form 
and operational changes on the agility and extent of changeability continuum. Similar to 
form, software requires system design choices that enable future changes to be easily 
implemented. The case discussed in this paper leveraged software modularity is a key 
strategy for changeability, requiring many of the same design considerations as physical 
modularity including loose coupling between modules and tight coupling within modules. A 
key difference, however, is when systems can be made modular. Decoupling physical 
components is far more difficult than decoupling software systems and this can be done 
after the fact, as the U-2 and F-16 software components were not explicitly designed with 
software modularity in mind. Physical systems are more defined by their initial design than 
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software systems, representing a timeline shift in when these design choices need to be 
made. 

In terms of agility of implementation, software has been created and installed on 
platforms like the F-22 through over-the-air updates in a matter of just 60 days (Hadley, 
2022). When software is already created and need to be transmitted, over-the-air updates 
enabled almost instantaneous implementation. This is not to say that software 
implementation does not require extensive logistical capabilities to be in place. The F-16 
update used a satellite to implement, and other platforms hoping to take advantage of the 
agility of over-the-air updates need to have reliable access to transition and enough 
computing power available to implement. If these capabilities are in place, cyber changes 
can be implemented rapidly, but if they are not, cyber changes would require systems to 
return to a central depot, making them more akin to slower form changes.  

In terms of extent of changeability, the limits of cyber change for CPS are being 
pushed constantly. Recently, Tesla and Mercedes released optional software updates that 
could be implemented over-the-air that would make their cars faster, meaning that software 
changes can impact the maximum physical performance of a system (Gerken, 2022). 
Making cars faster and improving targeting software are both examples of improving a 
system’s existing capabilities, but the F-16 change represented “the first time a fighter 
aircraft has received a software update and gained new capability all while in flight” (F-16 
System Program Office, 2021). As software is increasingly used to control and manipulate 
physical system properties, the trade space of changes that can be implemented through 
software-only changes will increase. Additionally, software updates may have unique 
interactions with other forms of change. For example, battery optimization software might be 
able to create margin in power supply where there was none before, enabling physical 
changes that take advantage of newly created margin. 

Conclusion 
By examining three cases of change, we showed that form, operational, and 

software changes enhanced capabilities in the same mission area for the same platform. 
We additionally examined the design choices required to implement each change, the speed 
at which the change was implemented, and the extent of the change. Through this 
examination, we reveal the trade-off between agility and extent of change. Form changes 
are least agile but have the highest extent of changeability and require upfront design 
considerations. Operational changes are the most agile but have the least extent of 
changeability as system users must work within the constraints of the system. These 
changes do not require upfront design choices. Cyber changes lie in between form and 
operational changes on the agility and performance trade-off axis. Implementing cyber 
changes in the field requires modular design, but modularity can be superimposed on 
existing cyber physical systems after production. Additionally, over-the-air updates require 
infrastructure investments to relay updates from some location to the system in the field. If 
proper design and infrastructure is in place, cyber change implementation is only delayed by 
the time required to develop software. For practitioners, understanding these pathways and 
their associated trade-offs can enable better decision making about the type of change that 
should be undertaken based on the extent and urgency of the change needed.  
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