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How do we assess, compare, and leverage 
the performance of Large Language Models 
(LLMs) in the field of Systems Engineering?

Research Question
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 Large Language Models (LLMs) such as GPT-4 have revolutionized the field of natural language processing (NLP) by 
demonstrating an impressive ability to understand and generate text and 
 Applications: Writing assistance, chat bots, code generation, summarization
 Types: Open source and proprietary
 Training Sources: public (GitHub, Wikis), private (textbooks, journals)
 Varying levels of fidelity: Quantization and model parameter sizes

 How do we currently evaluate LLM proficiency?
 Benchmarking
 Early benchmarks focusing on foundational tasks such as work relationships and their semantic similarities to 

more recent, increasing complexity benchmarks such as College Medicine, Physics, Biology, Comp Sci, Math, 
Electrical Engineering, among others

 We can see this progression with increased complexity and domain specific nature of the benchmarks over time 

 Benchmarks for domain specific topics are sparse
 Current benchmarks do not include system engineering specific
 A domain specific benchmark is needed

 SysEngBench, a Systems Engineering LLM benchmark
 Encompasses a comprehensive set of tasks derived from core systems engineering processes, including 

requirements analysis, system architecture design, risk management, and stakeholder communication
 When complete, will leverage a diverse array of real-world and synthetically generated scenarios in addition to 

conceptual questions

Research Issue 
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Benchmark 
Name

Topic Released
Type of 

Benchmark
WordNet Word relationships and meanings, foundational dataset 

for semantic similarity and language understanding
1985 Natural Language 

Processing
MNIST Handwritten digit recognition, foundational for image 

processing and computer vision
1998 Image Processing

BLEU Language translation quality metric, foundational for 
evaluating machine translation systems

2002 Natural Language 
Processing

Enron 
Emails

Recognizing names, entities, and information extraction 
from natural email datasets

2004 Natural Language 
Processing

ImageNet Large-scale image recognition and classification, pivotal 
in advancing deep learning in computer vision

2009 Image Processing

LAMBADA Understanding context and reasoning in text, focusing 
on predicting sentence endings (Paperno et al., 2016)

2016 Natural Language 
Processing

SWAG Common sense reasoning and predicting plausible 
sentence endings in a given context (Zellers et al., 2018)

2018 Natural Language 
Processing

GLUE A collection of diverse NLU tasks like question answering 
and sentiment analysis to advance language 
understanding across various contexts.

2018 Natural Language 
Processing

SuperGLUE A successor to GLUE with more challenging tasks, 
pushing the limits of NLU models with advanced 
reasoning and co-reference resolution.

2019 Natural Language 
Processing

HellaSWAG An extension of SWAG for more challenging common 
sense reasoning scenarios (Zellers et al., 2019)

2019 Natural Language 
Processing

ARC “ARC evaluates an AI's ability to tackle each task from 
scratch, using only the kind of prior knowledge about 
the world that humans naturally possess, known as core 
knowledge.” (Clark et al., 2018; Lab42, 2024)

2019 Natural Language 
Processing

DROP Reasoning over paragraphs, requires numerical 
reasoning and understanding of natural language (Dua 
et al., 2019)

2019 Natural Language 
Processing

Winogrand
e

A large-scale dataset of winograd schemas designed to 
improve commonsense reasoning in AI systems.

2019 Natural Language 
Processing

XTREME Cross-lingual understanding and translation across 
multiple languages, tests multilingual capabilities

2020 Natural Language 
Processing

MMLU Measures professional and academic knowledge across 
various fields including College Medicine, Physics, 
Biology, Comp Sci, Math, Electrical Engineering, 
Professional Accounting, Psychology and worldly 
knowledge about Foreign Policy and Religions, among 
others (Hendrycks et al., 2021)

2021 Natural Language 
Processing

TruthfulQA A question-answering dataset designed to evaluate a 
model's ability to produce truthful and factual answers.

2021 Natural Language 
Processing

GSM8K Grade School Math 8K (GSM8K), a collection of math 
word problems aimed at evaluating numerical reasoning 

2021 Natural Language 
Processing

BIG-Bench Broad spectrum of tasks testing reasoning, common 
sense, professional knowledge, and language 
capabilities (Google/BIG-Bench, 2021/2024) 

2022 Natural Language 
ProcessingRequirements

System Architecture 
and Design

Cost Modeling

MBSE

System
Capability

Safety
Engineering

Human Factors

System
Int & Dev

System V&V

Risk
Management

Benchmarks Over Time
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 Open source models selected
 Standardized process for querying
 In order of increasing structure for Q&A:
 Method 1: OpenAI simple Q&A chat completions
 Method 2: Langchain
 Method 3: 
 Langchain + AI harness
 Langchain + HELM

 Industry standard assessment with percent correct

Research Methodology

HuggingFace Leaderboards Screenshot

LLM Evaluation Framework

Source Model Size Quantization
TheBloke Orca-2-7B-GGUF 7.16GB 8 bit
TheBloke OpenHermes-2.5-Mistral-7B-GGUF 7.70GB 8 bit
TheBloke Llama-2-7B-Chat-GGUF 7.16GB 8 bit

Language Models Used
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 Performance Levels:
 Mistral at 89%, Orca 2 at 79%, Llama 2 at 78%.

 Topic with largest differential between models:
 Requirements questions where Mistral was a clear leader with 22 correct out of 22, followed by Llama 2 with 17 and Orca with 15

 Worst topics for each model:
 Llama 2 by percentage was architecture
 Mistral by percentage was functional analysis
 Orca 2 by percentage was functional analysis

 Challenges and Limitations
 Few LLM answers would have a letter selection followed by the choice verbiage and/or justification
 Iterative refinement of the system message was required until the output was constant

 Going forward, tighter integration with LangChain and lm-evaluation-harness should solve these issues

Results



7

 Recommendations:
 Insight into varying level of LLM performance in Systems Engineering.
 A knowledge gap has been confirmed and needs to be fully quantified and baselined with SysEngBench.
 Eventual implications include enhanced efficiency and reduction of cognitive load required for tasks like documentation review, compliance checks, and 

stakeholder communications enabling engineers to focus more on higher level aspects and navigating the available trade space of the complex system.

 Future Work:
 Complex Question Expansion
 Subfield Diversification
 Evaluation by Practicing Systems Engineers: 
 Evaluation of Multiple Choice Question Bias within SysEngBench
 Multimodal Input and Output Evaluation (e.g., diagrams, charts, and technical drawings)
 Systems Engineering Domain Specific LLMs
 Enabling Round Table AI Discussions with an AI Agent Systems Engineering Team

 Collaboration Efforts:
 Ryan Longshore

 Small Language Models for Domain Specific Knowledge
 Evaluation of LLMs with SysMLv2 Queries

 Dr. Raymond Madachy
 Evaluation of LLMs for Modern Systems Engineering Cost Modeling with COSYSMO

Recommendations and Future Work
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Questions?
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 Details
 Panel #20: Enhancing Acquisition with Artificial Intelligence
 Date: Thursday, 9 May 2024 - 2:15pm - 3:30pm PT / 5:15pm – 6:30pm ET
 P24-112: Harnessing AI Tools for Enhanced Risk Identification, Analysis, and Management
 NOW P24-112: Introducing SysEngBench: A Novel Benchmark for Assessing Large Language Models in Systems 

Engineering

 Presentation Requirements / Preparing Your Presentation
 The time allocated for a presentation is no more than 15 minutes. 
 Think in terms of the following slides:
 A title slide (name, title and affiliation) 
 One slide with the research question
 2 or 3 slides covering research issue and methodology 
 2 or 3 slides covering results and recommendations
 Target no more than 7 slides (roughly 2 mins. per slide)

Requirements: Presentation Requirements
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