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Question: How well does a computer model with
multimodal output represent ONE observed time
series?

* Test event results in one observed time series {X(t); t=0.01,0.02,...,1}
* 300 independent and identically distributed replications of computer
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Current: 2.5-sigma

* Interval at each time= sample
mean of model replications +/- 2.5
times the sample standard
deviation of model replications

e Statistical evidence model does not
well represent observation:

e Observations outside of intervals
more than 10% of the time
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* Interval at each time: lower
bound=0.005-quantile of model
replications; upper bound=0.995-
quantile of model replications

e Statistical evidence model does not
well represent observation:

 Observations outside of intervals
more than 10% of the time



Unlikely to Occur

Histogram: 300 Model Replications

Model Replications at Time 0.5
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-stimate of Model Distribution at a Single Time:
Model Values Corresponding to Small Values

Gaussian Kernel Density

Kernel Density Function

Model Replications at Time 0.5
Gaussian Kernel Density
with Unbiased Cross Validation Bandwidth
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Kernel Density Estimate (KDE) Procedure
KDEs of observation too small too many times?

Densiy

For each time & each model replication:

find KDE of the model replication value using
all other model replications.

For each time:

find 0.001-quantile of all model’s KDEs

Histogram of WMiodel KDE values at Time 0.5
Red Line=0.001gquantile=0.055

B .

o 1 =2 = -4 S (=] s

HKDE Wwalues

For each model replication:
find number of times its KDEs are less than model KDE
0.001-quantiles.

Choose bound from number of times model replication
KDEs<0.001 quantiles

Max number?
2"d largest number?

For each time:
find KDE of observation value using all model
replications

Observation KDEs too small too many times
=statistical evidence model distribution does
not include that of observation

number of times observation KDEs less than
model’s KDE 0.001-quantiles is greater than
chosen bound
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Fraction 500 Simulation Replications (each with 300
model replications) with Statistical Evidence Model
Distribution Does Not Include that of Observation

e 2 cases incorrect: Green Lines @ 2 & 6

Fraction 500 Replications with Statistical Evidence
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-raction of 500 Simulation Replications that Result
in Statistical Evidence Model Distribution Does Not

nclude that of Observation
e 5 cases correct evidence: ideal fraction=1

. Fraction 500 Replications with Statistical Evidence
®* X-axXiIs @ 1 & 10 Mixture Model Distribution Does not Include
that of Observation; KDE Quantile=0.001
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summary

* The currently used 2.5-sigma procedure is less likely to produce
correct statistical evidence a multimodal mixture model distribution
does not include that of the observed times series than kernel density
estimation procedure
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